
Copyright @ Computer And Technologies Holdings Limited. All rights reserved.

Website: www.ctil.com

Email: info@ctil.comYour Solution Partner

C&T Data+AI – AI Solution for 
Meeting Minutes and Summaries 

http://www.iplresearch.com/


CONTENT
Demand Analysis

01
Demo Show

02 03
Solutions



Demand Analysis

Background

Modern businesses increasingly rely on cross-functional and multilingual

collaboration, especially with remote or hybrid work models. Traditional manual

methods for documenting meetings are inefficient. Growing globalization and

dispersed teams amplify communication gaps, creating demand for streamlined,

automated solutions to enhance productivity and inclusivity.

Manual transcription and summarization consume excessive time, introduce

inaccuracies, and delay actionable follow-ups. Inconsistent documentation leads to

misalignment, while language barriers hinder real-time collaboration. Disjointed

tools fragment workflows, reducing efficiency and clarity in decision-making.

Goal

Automate transcription and summarization to minimize manual effort, accelerate

deliverables, and improve accuracy. Enable real-time multilingual translation to

foster inclusive collaboration. Integrate AI tools with existing platforms to

centralize data, enhance accessibility, and empower teams with timely,

actionable insights.

Current Situation
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• Action Item Extraction from Content

• Task Compilation by Meeting Agenda

• Follow-up Management for Action Items

• …

• Meeting Audio Transcription & 

Recognition

• Summary & Key Points Extraction

• Automatic Meeting Minutes Generation

• ...

• Seamless Platform Integration 

Capabilities

• Participant Permission Management

• AI-Powered Historical Meeting Q&A

• ...

Meeting Knowledge Q&A

Stage 1

Stage 2

Stage 3

Knowledge Q&A Based 
on Historical Meetings

Automated Minutes 
Generation from 

Meeting Recordings

Task Extraction from 
Meeting SummariesHow to Efficiently Process 

Incremental Updates?How to Quickly Extract 
Archived Information?

Smart Meeting Assistant
Automatically transcribes video meetings into searchable, well-organized, and translatable 

structured transcripts, supporting historical review and knowledge Q&A based on meeting minutes. 

Features smart meeting summaries that auto-generate minutes and action items, enhancing review 

efficiency and collaboration.



DEEPEXI Inference Services OpenAI API Service vLLM Framework MindIE

Azure Cloud Computing Power

Corpus Engineering

Smart Application
User-

Meeting 
Permission 
Mapping

Technological Framework

Text Assistant Knowledge Q&A Document Q&A
Intelligent 
Translation

Code Generation OCR

APP H5 Integration DingTalk H5 IntegrationIndependent App/website Webpage Integration

Document 
Upload

Data 
Cleaning

Data 
Slicing

Corpus 
Storage

Data 
Annotation

RAG

Vector
Search

Full-text 
Search

Hybrid 
Search

Rerank
Model 
Service

Answer 
generation

Console

User 
Management

Permission 
Management

Role 
Management

Document 
Security Levels

FASTAGI PLATFORM

Meeting 
Materials

Meeting System

Obtain user 
meeting list

Retrieve meeting 
knowledge based on 

user permissions

Full Load Batch 

Processing Off-line

Incremental Load 
API Interface

Model Unified Gateway（One API）

Enterprise-Grade Multimodal Large Models

Computing Power Platforms

Page Layout Analysis Model OCR Model Table Recognition Model Formula Recognition Model Embedding Model

DEEPEXI-LLM Commercial Model Services（ChatGPT etc.）

Fast5000E (NVIDIA GPU/HUAWEI NPU) 



Communication & Collaboration

AGIMeeting

Meeting 
Information

File 
Management

Document 
Fragmentation Searching

Knowledge 
Management

G
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Q&A

Collaboration 
Assistant

Translation

Picture 
Recognition

Task 
allocation

Smart 
Application

User Q&A (with permission control)

Users use smart applications

Knowledge 
fragments

Document file 
initialization

Step 1：Knowledge base construction Step 2：Smart Q&A

Embedding Model

Step 
1

Step 
2

API

Off-line

Online



Meeting Knowledge processing & retrieval process 

User Terminal Technology 
Development 

Services

Deepexi-FastAGI

Meeting 
Document

Sample 
Warehouse

Preprocessing
Data 

Vectorization
Sharding & 

Tagging

Corpus 
Knowledge Base

Question 
Vectorization

Question 
Preprocessing

Questions

Answers
Post-

Processing of 
Results

Prompt 
Engineering

LLM

Hybrid 
Search

Hybrid Search 
Fuzzy Recall

Segmentation

Large Model Development Tool LLMOps

Based on Retrieval-Augmented Generation, a vectorized knowledge base is constructed. Through multi-path mixed retrieval results,

the LLM is guided to generate answers that better align with the user's intentions, addressing issues such as insufficient knowledge 

update of the model, unexplainable answers, and lack of traceability.

knowledge Query



Construct a knowledge base of meeting minutes

Various types of 
documents

TEXT Text 
blocks

Embedding of 
text blocks

Vector
Database

Cleaning /
Extraction

Slicing & 
Processing

Annotation & 
Vectorization

Index/
StorageKnowledge Base 

Building Flow

Existing 
Meeting 
Minutes

Incremental 
Meeting Minutes

Sample 
Warehouse

Batch 
Parsing

Batch 
Slicing

Knowledge 
Base of 

Language 
Materials

Offline Initialization

Batch 
Vectorization

Sample 
Warehouse

Document 
Parsing

Document 
Slicing

Document 
Vectorization

Online 
Operation

Add

Query 
document 

shards

Delete 
History 
Shards

Document
Parsing

Document 
Section

Document
Vectorization

Edit

Delete

Extraction   

Parse and extract content from unstructured documents

➢ Document type: Support Word, PDF, etc..

➢ Extract content: support layout, text, table, icon, picture, 

formula, etc

Section   

Splitting, so that the slice content maintains semantic integrity

➢ Split mode: Support by paragraph

Vectorization   

The vectorized knowledge is fragmented, stored in the 

vector database.

➢ Processing mode: Support stream, batch processing



Optimize recall accuracy based on hybrid retrieval

Extracting 
keywords

Question

Vector library
(Regular sharding)

Vector library
(Q&A sharding)

Q does Embedding

Full-text Search 
Library (ES)

Normal sharding 
/Q&A sharding

(Keyword indexing)

Graph database
Knowledge graph

Semantic
search results

Q&A section
search results

Key words
search results

KG
search results

Mixed search 
results

Agent/LLM

Answer

The reranking 
results are sorted 
by:
1. Similarity
2. Weight (using 
RRF/MMR 
algorithm)
and then the top-K 
are selected.

context

Sorting algorithm
(Strategy configurable)

Generate

By combining keyword search (BM25), semantic vector search, Q&A pair retrieval and other technologies, the retrieval 

weight is dynamically adjusted and the retrieval results are merged, and the retrieval performance is improved at multiple 

levels of accuracy, response time and resource efficiency, so as to significantly improve the query experience and efficiency.
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Demo |Chatbot for Meeting Q&A

Query for 
situation details 

English 
situation

Query for 
meeting details 



Demo | Chatbot for Meeting Q&A
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